Open Learner Modelling as the Keystone of the
Next Generation of Adaptive Learning Environments

Rafael Morales, Sistema de Universidad Virtual, Universidad de Guadalajara, Escuela
Militar de Aviacion 16, Col. Ladron de Guevara, 44170 Guadalajara, Mexico, tel: +52 33
3630-1444/45; email: rmorales@udgvirtual. udg.mx.

Nicolas Van Labeke, School of Computer Science and Information Systems, Birkbeck
College, University of London, London Knowledge Lab, 23-29 Emerald Street, London
WCIN 308, UK; tel: +44 20 7763 2103, email: nicolas@dcs.bbk.ac.uk

Paul Brna, University of Edinburgh, Main Library, George Square, Edinburgh EHS 9LJ,
UK; tel: +44 131 651 3851; email: pbrna@staffmail.ed.ac.uk.

Maria Elena Chan, Sistema de Universidad Virtual, Universidad de Guadalajara, Escuela
Militar de Aviacion 16, Col. Ladron de Guevara, 44170 Guadalajara, Mexico, tel: : +52 33
3630-1444/45; email: machan@cencar.udg.mx



Open Learner Modelling as the Keystone of the
Next Generation of Adaptive Learning Environments

Abstract: It is believed that, with the help of suitable technology, learners and systems can cooperate
in building a sufficiently accurate learner model they can use to promote learner reflection through
discussion of their knowledge, preferences and motivational dispositions (among other learner
characteristics). Open learner modelling is a technology that can help set up this discussion by giving
the learners a representation of aspects of the learner as “believed” by the system. In this way/role,
open learner modelling can perform a critical role in a new breed of intelligent learning environments
driven by the aim to support the development of self-management, signification, participation and
creativity in learners. In this chapter we provide an analysis of the migration of open learner modelling
technology to common e-learning settings, the implications for modern e-learning systems in terms of
adaptations to support the open learner modelling process, and the expected functionality of a new
generation of intelligent learning environments.

INTRODUCTION

The history of the use of computers for training and education started soon after the introduc-
tion of the first commercial computers. For some time, research and development in this area
have been under the influence of two main visions: one which sees information and commu-
nication technologies as useful fools for improving people's access to learning resources and
enhancing their teaching and learning experiences, and another one which sees computers as
intelligent agents playing a proactive role in the educational context, much as students, teach-
ers and tutors do. Practitioners strongly influenced by the first view have been mainly con-
cerned with developing systems that can make the ever-evolving information and
communication technologies more useful for training and education. In contrast, practitioners
strongly influenced by the second view have been mostly interested in enhancing the learning
experience by making computers as flexible and supportive of learning as human tutors are
capable of being (ADL, 2001; Gibbons & Fairweather, 2000).

Widespread implementations of the first approach, current e-learning systems such as
learning management systems based on content, metadata and web technologies, are mostly
designed to make information and learning materials easily available to a broader audience,
while providing a set of tools for supporting, and hopefully enhancing, human-to-human
communication. Their way of supporting learning, however, usually combines two simple
models: provision of a rigid and predefined path through educational and informational mate-
rials, and allowing free content browsing and choosing. The danger of this approach, of
course, is to replicate the traditional and ineffective educational approaches of one serves all
and unsupported consumer freedom on a massive scale. On the contrary, Intelligent Tutoring
Systems (Polson & Richardson, 1988; Wenger, 1987), as products from the second approach,
have always cared for their learners as individuals and they have used adaptation and person-
alisation as essential mechanisms for achieving their purpose of promoting better learning by
their users (Self, 1999). Nevertheless, intelligent tutoring systems have mostly stayed in their
designers' laboratories, due to the difficulty of scaling them to more realistic settings and inte-
grating them with other educational system (Picard, Kort, & Reilly, 2007).

Learner models, understood as digital representations of learners, have been at the core
of intelligent tutoring systems from their original inception (Carbonell, 1970). Learner models
facilitate the knowledge about the learner necessary for achieving any personalisation through
adaptation, while most intelligent tutoring systems have been designed to support the learning
modelling process: a win-win strategy that have produced many successful systems in terms



of their efficacy to improve learning. Learner modelling is a necessary process to achieve the
adaptability, personalisation and efficacy of intelligent tutoring systems. Consequently, we
need to introduce this same process into modern e-learning environments, and adapt it to its
new working conditions, if we want an equivalent functionality in these systems (Brooks,
Greer, Melis, & Ullrich, 2006; Brooks, Winter, Greer, & McCalla, 2004; Brusilovsky, 2004;
Devedzic, 2003). Furthermore, a variation of learner modelling in which the learner plays an
active role in the modelling process, known as open learner modelling (Morales, Pain, Bull,
& Kay, 1999), sets the context for system and learners (and even other actors in the learning
process, such as teachers) to discuss through suitable user interfaces the knowledge, prefer-
ences, motivational dispositions and other aspects of the learner as “believed” by the system.
Beliefs can be inspected and negotiated (Bull, Brna, & Pain, 1995), leading to a better picture
of the learner — or, at least, to a learner model which is known by the learner and the learner
agrees more with. Learner reflection and awareness of their own conditions are promoted
through this process, leading to a better informed learner that can make better decisions on
what do to next (Cook & Kay, 1994), and preparing the path for the system to make sugges-
tions based on its inspected, justified and negotiated beliefs.

In this chapter we provide an analysis of the migration of open learner modelling tech-
nology to common e-learning settings, the implications for modern e-learning systems in
terms of adaptations to support the open learner modelling process, and the expected func-
tionality of a new generation of intelligent learning environments. This analysis is grounded
on the authors’ recent experience on an e-learning environment called LeActiveMath, the
main product of a European-funded research project aimed at developing a web-based learn-
ing environment for Mathematics in the state of the art.

The second section of this chapter sets the context of our work with a description of the
general characteristics of the educational model of e-learning, which is followed by the pro-
posal of a new educational model for next-generation intelligent learning environments with
integrated open learner modelling technology. The third section is devoted to a brief presen-
tation of the salient characteristics of the LeActiveMath system as representative of a general
class of modern e-learning systems. The fourth section focuses on learner modelling in LeAc-
tiveMath. It includes a presentation of the motivations and issues addressed in the project, the
inspection/challenge aspects of its open learner modelling, its scope and limitations. In the
fifth section we explore the generalisation of the open learner modelling approach followed in
LeActiveMath to the broader class of systems LeActiveMath represents. The seventh section
contains a brief report of recent approaches to learner modelling and evaluation results. The
chapter ends drawing some conclusions on the state of the art and sketching future research
directions.

THE E-LEARNING EDUCATIONAL MODEL

There are at least five educational traditions that converge into common e-learning systems
nowadays: expositive teaching, programmed instruction, distance and continuous education,
administration and multimedia-based didactics.

Expositive teaching is certainly the most entrenched tradition in education. It gives the
teacher the task of presenting information and carrying out demonstrations to a learner whose
function is reduced to capture the information and transcribe it, only to give it back through
exercises and assessment. In e-learning this means that educational materials have an exposi-
tive nature, with a minimum level of interaction, and the e-learning environment is an infor-
mation container. Criticism to expositive teaching is widespread. Other approaches, such as
discovery learning, the constructivist models, as well as the perspective of education commu-



nication have been developed mostly in opposition to frontal, expositive teaching. Influential
authors that have lead movements against expositive teaching are, among others, Ausubel
(1995), with significant and discovery learning, and Freire (1999) with his notion of “banking
education” as an analogy to the informational deposit in expositive teaching.

Programmed instruction is an educational method based on educational materials with
detailed step by step instructions for learner actions. Questions are provided as well to assess
learner progress in acquiring the information from the materials. Regarding instructional de-
sign, it is the teacher who sets the materials and their sequencing, defines assignments, evalu-
ates and generally dictates to the learner what to do. The e-learning environment acts as a
space for delivering instruction and the assessment of information transfer. Programmed in-
struction was the first use of computers for teaching in the 70’s, and it is the antecedent to
closed instructional design based on structured content and previously defined closed ques-
tions and answers (Gibbons & Fairweather, 2000).

E-learning has also been developed using instructional models from traditional distance
education, based on detailed description of the sequence of activities to be carried out by the
learner and carefully designed characterisations of their products, under the assumption that
there would be little support from teachers for the learning process — given that communica-
tion in between learners and teachers in traditional distance education was mostly by post. E-
learning that has evolved from traditional distance education settings towards the use of
learning management systems (LMS) has maintained its pedagogical emphasis on the careful
disposition of directions for activities to be carried out outside of the learning management
system, considering the latter only as a medium to deliver instruction, not as an environment
for teaching and learning (Bates, 2005).

From the management view of education e-learning imports its emphasis on organisa-
tional tools and spaces, such as agendas, programmes, content repositories and drop boxes for
assignments and feedback (Chan Nufiez, 2004). Information and communication technologies
become the new raw materials for building organisational tools and very little else. On the
other hand, a focus on the rich expressiveness of the new media as a tool for delivering infor-
mation through all learner senses can be observed among the more significant didactical ap-
plications of new technologies. Learners are seen as a free explorer of educational materials in
the context provided by the organisational tools.

Together, the five traditions outlined above exert their influence on the conception of e-
learning environments as containers of educational materials to be browsed by, or detailed
instructions to be executed along predefined paths by a preconceived hypothetical learner.

Interactivity and Self-management

There are two concepts that have been reduced in their meaning as qualities of learning in
virtual environments: interactivity and self-management. The execution of tasks by the
learner, following the predefined path set in a learner management system, has been under-
stood as self-managed because the learner makes decisions limited to the amount of time as-
signed to each one of them, behaving in a more or less disciplined way along the course. The
learner decides on these behaviours, but not on the trajectories and contents. In this approach,
the concept of self-management is reduced actually to the development of study habits, the
discipline to fulfil tasks, and the responsibility to undertake each activity indicated. Self-
management is therefore executed in a frame of provisions, decided by educators, which do
not necessarily respond to the interests, necessities or capacities of the learner. So, what is it
that the learner really manages?

Another term that is applied indiscriminately in e-learning is the one of interactivity.
From a computational and informational perspective, a system exhibits interactivity if it al-



lows for information flow in both directions with its user. However, from a perspective of
meaning, we should distinguish between interactivity and interaction, the latter requiring not
only information exchange but also a mutual influence between the subjects in the communi-
cation process. In courses with a design that guides the actions of the learner we can observe
reactions of the learner as responses to predefined and anticipated situations, but their actions
have no effect on the planning of the course.

In e-learning we have got to consider the systematic design of courses as a precious
quality, but then e-learning ends up as a collection of closed systems. There is little space or
time for the learner’s perception of their own learning, or the recognition of what they have
achieved, let alone their necessities and interests.

Towards a New Educational Model for e-learning

In contrast to the “traditional” e-learning model depicted above, we would like to propose a
new model based on the principles of self-management, creativity, signification and partici-
pation (UDG Virtual, 2004). That is to say at least three things: (1) all four principles should
be identifiable as characteristics of learners in e-learning environments, especially after some
time of being exposed to the model, (2) the design of the environment should be guided by
them, and (3) teachers/tutors should undertake their tasks caring for the same principles.

Learner’s self-management is understood here as their achievement of security and self-
confidence, as their capacity to make decisions and be the driver of their own learning proc-
ess, and as their commitment towards their own being and the tasks that fall under their re-
sponsibility. Creativity is understood as the capacity of a person to identify problems, to
generate alternative ideas about the problems, to find alternative solutions, to express them-
selves and to innovate. Signification articulates itself with creativity as far as it assumes in-
volvement with problems and their solutions, grounding of concepts on experience and
capacity to generalise the acquired knowledge and transfer it to new situations. Finally, par-
ticipation is understood here as cooperation, collaboration, and team work.

The principles of self-management, creativity, signification and participation are sup-
ported mainly by two theoretical approaches to learning: cognitivism and social constructiv-
ism (Ausubel, 1995; Vygotsky, 1996). These positions coincide with premises about
competency-based learning (Gonczi & Athanasou, 1996), among others: learning by doing,
learning by getting involved in tasks with a meaning for the (social) learner, role playing in a
team carrying out collective tasks and project-based learning (Reigeluth, 1999).

We believe that open learner modelling can perform a critical role in the development of
self-management, signification, participation and even creativity in learners; that its place is
the centre of the e-learning environment, as its main access and meeting point. Through it,
learners would be able to inspect their learning process and their achievements, to engage
with them through challenging and negotiating the system view of it (in a general sense, in-
cluding the views of others such as teachers and peer learners), to gain in security and self-
confidence through visualising and reflecting on their progress. Through open learner model-
ling, learners would get support from the environment on their learning in a justified manner
(e.g. ‘you can see I believe, for good reasons, that you are very close to mastery of this com-
petency, so I recommend you to practice it a bit longer and then reflect on what you have
done and achieved’), so they can make informed decisions on their learning process.

Open learner modelling needs to evolve in order to meet this challenge, and our work on
the LeActiveMath project can be seen as a move in this direction.



THE LEACTIVEMATH PROJECT AND SYSTEM

The LeActiveMath project was born from a desire to improve the support given to learn
mathematics by ActiveMath, a ‘generic and adaptive web-based learning environment’ (Melis
et al., 2001) which used a book metaphor to present educational content for learners to choose
from on the basis of their profile (e.g. educational level and field of studies), learning goals
and scenarios (e.g. learning a topic for the first time, revising it or preparing for an assess-
ment). The system used an XML-based knowledge representation for encoding mathematical
documents and was clever enough to use it to choose the content that fit the learner’s profile
and request, and to present it in a variety of formats, achieving in this way a primitive sense of
personalisation. The LeActiveMath project (LeActiveMath Consortium, 2007) aimed to trans-
form ActiveMath into a next generation intelligent learning environment, in which the learner
could take the initiative in their active and exploratory learning of Mathematics while the
system supported them through a variety of mechanisms for adaptation and personalisation,
from intelligent feedback and tutorial dialogue, through content suggestions to open learner
modelling.

The new system, called LeActiveMath, fits the description given by the Advanced Dis-
tributed Learning Initiative (ADL, 2004b) for a second-generation e-learning system that
combines a modern content-based approach from computer assisted instruction with adaptive
educational strategies from intelligent tutoring systems. This mixture of approaches produced
tensions during the design of the system in general, but particularly during the design of its
learner modelling subsystem since this has to support a wide range of adaptive educational
strategies, from coarse-grain book construction to tailored natural language dialogue, but with
a general lack of something traditionally afforded in intelligent tutoring systems: painfully
designed and dynamically constructed learning activities capable of providing large amounts
of detailed information about learner behaviour. A learner model working in these conditions
has to deliver more with less. It has to be able to answer questions about the learner on the
basis of sparse information without pursuing blind over-generalisation.

Content-based e-learning

As in many other e-learning systems, LeActiveMath makes heavy use of pre-authored educa-
tional content to support learning, aiming to capitalise in this way from the efforts and exper-
tise of a variety of authors at producing standardised educational materials. However, a big
disadvantage of this approach is that educational content is for the most part opaque to learner
modelling, in the absence of a domain expert subsystem to query about what is inside the
content. The information available is hence reduced to the one explicitly provided by authors
in the form of metadata, which is not ideal for reasons explained below. This configuration is
common in content-oriented systems such as popular commercial and open source learning
management systems, yet it is a bit paradoxical in the case of LeActiveMath, given the fact
that its educational content is encoded in a language designed to represent the semantics of
statements (Kohlhase, 2005), which is nevertheless used at large for providing links to other
pieces of content (e.g. reference content) and for supporting multiple presentation formats
(like HTML, MathML, PDF and SVG).

Content in e-learning systems tends to come in relatively big chunks with little flexibil-
ity, as compared to finer grained and highly flexible “content” traditionally found in intelli-
gent tutoring systems. An advantage of the former approach is that the system is provided
with a small number of big components, instead of a big number of small ones, to put together
in a coherent way. As with jigsaw puzzles, the task in the first case is generally easier than in
the second case. On the other hand, and from a learner modelling point of view, most pieces



of content are hardly adaptable to suit the dynamic needs of the ongoing modelling task, while
information about learner behaviour and performance tends to come, if at all, in big summary
chunks at the end of the learner's interaction with each piece of content.

Metadata

As mentioned above, the absence of a domain expert inside an e-learning system such as
LeActiveMath forces a learner modelling component to work on the basis of content meta-
data. There are at least three problems in this way of proceeding that need to be addressed.
First, metadata is a heavy burden on authors since it amounts to do work twice: to say the
thing and to say what has been said. The more detailed and accurate the metadata, the more
extra work has to be done. Automatic production or verification of metadata would be very
helpful, but it amounts to introducing some expensive domain expertise into the system or
authoring tool.

Secondly, metadata tends to be subjective. Although there could be a lot of commonality
in two experts view of their subject domain, there are also differences which sometimes are
serious. Hence two authors could easily provide different metadata for equivalent pieces of
content. The more flexible is the addition of new content and metadata to the system, the
higher the diversity in criteria for defining metadata. A learner modelling component in these
conditions must be tolerant of diversity.

Thirdly, metadata lacks details. A book's record in a library catalogue is never the same
as the book itself, and this applies to metadata of electronic content as well. What matters to
include as metadata is defined beforehand, whilst filling gaps later can be very expensive. A
well-intentioned driver towards standardisation of metadata gets thwarted (from a modelling
point of view) given the shallowness of current metadata standards such as LOM (IEEE,
2002).

Navigation Freedom

Guidance to learners through educational content in LeActiveMath, as well as many other e-
learning systems, jumps between two extremes: predefined paths and content browsing.
LeActiveMath contains a handful of predefined “books” on different areas of mathematics to
be followed by learners, and learners can define new books according to their own goals.
Once a book is defined, it can change only by the addition of new content recommended by
the system from time to time. The learner has two choices: either to follow the books in the
recommended order or to browse their content at will, with no further guidance other than a
table of contents with indications of progress.

From a learner modelling perspective, both situations are for the most part equivalent,
since neither of them accommodates the presentation of new content materials to the model-
ling needs. Whereas in intelligent tutoring systems, learner modelling can be used to lead the
learner's progress through the subject domain, in e-learning it has to be opportunistic: taking
advantage of whatever information is available at any time.

THE EXTENDED LEARNER MODEL

Along the LeActiveMath project we developed a learner modelling engine to support the new
adaptive features of the LeActiveMath system, as well as to explore the possibilities of open
learner modelling in this new context. We called it the Extended Learner Model (xLM) for
reasons that will be apparent later. It was designed to deal with and benefit from the features
of its host system but, nevertheless, it was expected to be easily detachable from it to serve



similar e-learning systems, either as an embedded component or by offering its services on
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Figure 1. The process by which content is transformed into information about learners to feed learner
models in XLM. Thick arrows represent information flow whereas thin arrows represent relationships
between elements.

Figure 1 illustrates the process by which xLLM gets information concerning learner inter-
action with educational content. In essence, content encoded in LeActiveMath’s mathematical
content representation language OMDoc (Kohlhase, 2006) is transformed in a presentation
language (HTML, MathML or PDF) using style-sheets and related technologies. Some of the
content items and their presentations allow learners to interact with them in a way that the
interaction can be captured by LeActiveMath and reported to xLLM in the form of event mes-
sages containing data such as learner identifier, content item identifier, type of event reported
and additional information such as (for some events) a measure of learner performance.

A variation of this scheme consists in the introduction of additional components acting
as diagnosers of learner behaviour, which evaluate what happens during the interaction of
learners with content and produce judgements on learners' states and dispositions. Examples
of such additional diagnosers include an assessment tool that produces judgements on learn-
ers' levels of competency, a self-report tool through which learners provide judgements on
their own affective states, and a situational model that produces judgements on learners' moti-
vational state. A further variation of the scheme consists in learners interacting with their
learner models instead of interacting with educational content. The models are made available
through an xXLM component called the extended Open Learner Model (xOLM) which pro-
vides learners with a graphical user interface to their models. It includes facilities for in-
specting and challenging beliefs held in the models and the evidence supporting them. xXOLM
acts also as a diagnoser, producing judgements on learners' levels of meta-cognition.



Once xLLM receives an event message, it proceeds to interpret it using the event handler
that corresponds to the type of event reported in the message (Figure 2). The event handler
uses the identifier of the content item, as reported in the message, to recover the item meta-
data that sets the context for interpreting the rest of the message. In particular, metadata pro-
vides information to identify the domain topics and competencies related to the event, while
additional data in the event message helps to identify related affective and motivational fac-
tors, if any. Armed with all this information, the event handler produces evidence to update a
selection of beliefs in a learner model, as identified by their belief descriptor: a juxtaposition
of six identifiers, one for each of the learner dimensions modelled by xLM,

(domain topic, misconception, competency, affective disposition,
motivational disposition, metacognition).

Each element in a belief descriptor must either be empty or appear in the concept map that
specifies the internal structure of the corresponding dimension in the learner models (see
bottom of Figure 1). It is the composition of these maps, in the predefined way illustrated in
Figure 3, what rules the composition of belief descriptors and defines the overall structure of
learner models in XLM. The structure of the maps is used by propagators to spread the evi-
dence produced by event handlers through the network of beliefs, producing in the end a rela-
tively large collection of indirect evidence for a broader selection of beliefs than the ones
directly addressed by the event. The final step in the process of learner modelling is updating
the beliefs in the learner model in the light of the new evidence accumulated.

Event Event
Message Handler

Metadata@ a y
/ ( |I Evidence

Maps ﬁ Propagator

|| Evidence

4

Evidence Evidence Evidence | @@ @ | Evidence

Learner Model

Figure 2. The process of interpreting events for producing evidence for beliefs in a learner model.
Arrows represent information flow.
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Figure 3. The layered structure of learner models determines the possible combinations of dimensions
(the application of upper layers to lower layers) in learner model beliefs.

Learner Modelling Example

To illustrate what has been explained above, let us consider the case of a learner that is
studying Differential Calculus and has finished the exercise on differentiation of linear func-
tions shown in Figure 4. XLM receives an event message reporting that the learner has just
finished successfully the exercise identified as
mbase://LeAM_calculus/exercisesDerivs/mcq_const_lin_derivs
Then xLLM requests the exercise metadata and receives the following information, among
other:
* Exercise is for content items ex_diff_const. and ex_diff_lin, which are examples for dif-
ferentiating a constant function and differentiating a learner function, respectively.
* Difficulty: very easy.
* Competency: think mathematically.
* Competency level: simple conceptual.
Subsequently, xXLM goes from the exercise to the pair of examples of differentiation, to defi-
nitions of the corresponding differentiation rules, and so on up to the nodes diff_quotient,
deriv_pt and derivative in the map of the subject domain, which stand for the domain topics
of difference quotient, derivative at a point and derivative, respectively. With this informa-
tion, XLM can now construct the descriptors for the beliefs the exercise provides new evi-
dence for:
(diff_quotient,_,think,_,_,_),
(deriv_pt,_,think,_, , ) and
(derivative,_,think,_,_, ).
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Which assertions can you generalize from your knowledge about derivatives?

EThe derivative of a straight line is always 0.

[¥IThe derivatives of straight lines have the slope 0.

[ he derivative of some straight lines is O.

EThe derivative of each constant function is different.

EThe derivative of any constant function is 1.

Congratulations . That's it.

If you want, you can send a report about this exercise.
How do you feel about:

this exercise in general? don't like it o like it
the effort you put in? unsatisfied 3 satisfied
the result of this exercise? disappointed - satisfied

Your exercise is over, please close the window.

Figure 4. Example of the exercise and self-report tool in LeActiveMath.

The beliefs corresponding to these belief descriptors are all on the competency level of the
learner to think mathematically on/with the topics trained or tested by the exercise. Informa-
tion on the difficulty and competency level of the exercise and the success rate achieved by
the learner is used to calculate probabilities for the learner being at any of four possible com-
petency levels. These probabilities are then transformed into a belief function (Shafer, 1976),
a numeric formalism for representing beliefs that generalises probabilities and allows for a
better representation of ignorance (lack of evidence) and conflict (conflicting evidence). Be-
lief functions are the formalism used by xLM to represent its beliefs and their supporting
evidence (Morales, Van Labeke, & Brna, 2006).

The initial set of direct evidence (three pieces, one for each belief) is sent as input to
propagators, which produce new pieces of indirect evidence for beliefs with descriptors such
as (differentiation,_,think, , , ), propagating on the  domain map, and (deriva-
tive,_,judge,_,_,_ ), propagating on the competency map.

The learner's self-report of their affective state (bottom of Figure 4) would be delivered
to xXLM in another event message and then used to infer new evidence for beliefs on the af-
fective dispositions of the learner towards domain topics and mathematical competencies,
with descriptors such as

(diff_quotient,_,_,liking,_,_ )
and

(differentiation,_,think,affect,_,_ ).

10n



Learner Model Inspection and Challenge

xLM provides LeActiveMath users with facilities for inspecting their learner models and for
challenging beliefs hold in them. This has been accomplished via a dedicated graphical user
interface (Figure 5) that allows learners to navigate through the web of beliefs and evidence
built by xXOLM over the user's interaction with LeActiveMath, as described in the previous
section.
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Figure 5. xOLM graphical user interface to learner models.
Toulmin Argumentation Pattern

The complexity of such a modelling process requires a mechanism to control the delivery of
all this information in a way that maintains its significance. In XOLM, this mechanism is in-
spired by the Toulmin Argumentation Pattern (Toulmin, 1959) which, besides its (superficial)
simplicity, does provides us with the possibility for managing both the exploration of the
Learner Model and the challenge of its judgements. It also quite nicely supports a dynamic
reorganisation of the evidence that helps to establish and clarify the justifications presented to
the learner.

In xOLM, the mapping between each element of Toulmin's pattern (see Figure 6) and
elements of XLM’s internal representations is as follow:

* The Claim is associated with a summary belief; that is a short, straightforward judgement
about the learner’s ability, or other disposition, on a given topic (i.e. “I think you are
Level II on mathematical thinking on derivatives”).

* The Data (or Grounds) is associated with a full belief, represented both by its pignistic
probability function, its simplest internal encoding, and its mass function, its full internal
encoding (Morales et al., 2006).
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* Warrants are associated with the evidence supporting the belief, represented by mass
functions. There will be one warrant for every piece of evidence used by xLLM to build its
current belief.

* Backings are associated with the attributes, both qualitative and quantitative, of the
events whose interpretation has produced the evidence supporting the belief. Backings
and warrants come in pairs for a single belief, although the same backing may be associ-
ated with distinct beliefs.

Given —§»| Data |—p Since ——p Therefore <pp{ Claim |-—=Unless

t s

Warrant Qualifier Rebuttal
Because Because
Backing Backing

Figure 6. Toulmin's Argumentation Pattern.

It has to be noted that XOLM does not consider any evidence gathered by xXLM as Re-
buttal, since any evidence in a learner model is supporting its corresponding belief. Rebuttal
in XOLM exists only momentarily, as an explicit challenge from the learner to a belief held in
the learner model, expressed through the graphical interface. However, once incorporated into
the adjusted belief in the learner model, even the learner’s challenge is evidence for the new
belief and hence becomes a warrant.

Inspection and Challenge in the User Interface

The presentation of a belief — and its ultimate justification step-by-step — is controlled by the
dual view, as seen in Figure 5: the Argument view (labelled A) and the Component view (la-
belled B). A verbalisation of the interaction between the learners and XOLM (labelled C) also
acts as a complementary source of information and support.

The purpose of the Argument view is twofold: to provide the user both with a represen-
tation of the logic of the justification of the judgement made by xOLM and with an interface
to navigate between the various external representations associated with each component of
the justification. It is a direct reification of Toulmin's pattern, represented under the appear-
ance of a dynamic and interactive graph. Each of the nodes of the graph is associated with one
of the component of the argumentation pattern: the claim node associated with the summary
belief, the data node associated with the belief itself, the warrant and backing nodes associ-
ated with individual evidence, etc. The shapes, colours, labels and icons of the nodes are ap-
propriately designed in order to provide a quick and unambiguous identification of the
corresponding element.

The Toulmin nodes are reactive to learners’ interaction, acting as a trigger for the next
step of the exploration. Upon selection, two actions are taking place: first, the appropriate
external representation is immediately displayed in the right-hand side Component view;
second, the Toulmin’s pattern in the left-hand side is expanded to provide learners access to
the next layer of the argumentation. Note that some intermediary nodes, not reactive to
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learner’s interaction, have been added to introduce meaningful associations between the im-
portant parts of the graph (e.g. “about”, “given”, etc.); they are mostly linguistic add-ons for
improving both the readability and the layout of the graph.

A mock interaction between a learner and xOLM is shown in Figure 7. It represents steps
in the inspection-justification of a belief. Every step of the discussion is made manifest as a
result of the learner requesting explanations as to why the xOLM made its judgement. At the
interface level, the expansion of the Toulmin’s pattern, combined with an external representa-
tion of the current component of the argumentation (see Figure 8), gives the learners the pos-
sibility to inspect — and ultimately challenge — several aspects of the xXLM. A more detailed

description of the interface can be found in (Van Labeke et al., 2007).
Design and Implementation Issues

Many things need to work together for the process described in the previous section to run
smoothly. There are many decision points where trade-offs have been made between effi-
ciency, generality, flexibility and availability of resources within the project.

Knowledge vs. Content

From the beginning of the project there were divergences regarding the nature of the material
developed for the project in OMDoc. From one viewpoint, it can be seen close to mathemati-
cal knowledge, given OMDoc’s focus on mathematical meaning, rather than on visual pres-
entation. From another viewpoint, the semantic nature of OMDoc is mediated by the nature of
the documents it encodes and the processing capabilities of the interpreters. Formal mathe-
matical documents encoded in OMDoc should be written with consistency and completeness
in mind, since their purpose is to represent knowledge that can be verified, proved and other-
wise interpreted and used by computers. On the other hand, educational mathematical docu-
ments are written pedagogically, their purpose being to provoke learning experiences.
Educational documents can be rather inconsistent, repetitive and incomplete, even on purpose
if that is believed to improve their pedagogical effect.

The issue got acute when it came to decide the shape for the subject domain map in
xLM. One possibility was to build the maps from content items, so that content items (e.g.
OMDoc concepts and symbols) were subjects of beliefs. On one hand, the approach is quick
and simple, and it is the one used by ActiveMath’s old learner model. Authoring of new con-
tent would automatically update the map and every author could define topics for xXLM to
model learners on. Nevertheless, it is an approach prone to inconsistencies, repetitions and
incompleteness in terms of learner models, very much as content could be. Another possibil-
ity was to develop an explicit ontological/conceptual map of the subject domain, as a more
stable framework for XLM to ground beliefs on (Kay & Lum, 2004). Given the lack of a do-
main expert embedded in the LeActiveMath system, able to interpret content and answer
questions about it, a map of the domain would deliver part of the hidden, implicit content
semantics. A map of the domain could help authors to better describe their content by making
explicit references to the relevant parts of the map. On the other hand, since any subject do-
main can be described from many viewpoints, there can be many different, even conflicting
maps of just about anything. A third option was to use a collection of content dictionaries
written in OpenMath (Buswell, Caprotti, Carlisle, Dewar, & Kohlhase, 2004) — the formal,
XML-based mathematical language on which OMDoc is based. However, this option was
discarded because the content dictionaries were found inadequate, both in terms of the topics
covered and the relationships between them. Consequently, a separate concept map for the
subject domain was the implementation decision of choice for xXLM, and so a hand-crafted
domain map was implemented as part of xLM which covers a subset of Differential Calculus
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— the main subject domain of LeActiveMath — and includes a mapping from content items to
the relevant concepts, if available. It provides a solid ground for learner modelling which is
less sensitive to changes in content.

Louise Show me what you think about noy abality to Solve Problems on Difference Quotient?
EXPLAM
Thisnefons == Clalm i \
OLM I think you are Level ITL
Louise Why do yvou think I'm Level IIT?
EXPLAIN

i | DEate h = Tharolorn =g Clalm H
OLM  Becaunse that 15 the dominant trait in my view of your behaviour.
Louise How did you reach this conclusion?

Given —p=| Data II I = Sinca ———p= Therefore —pe| Claiim ﬁ

EXFLAIN I ? 1
Warrant I-:-E Warrant L;-._“- .

OLM  Here are the two pieces of evidence supporting my claim
Louise I don’tunderstand how you obtained that particular piece of evidence.

Given —=-( Data II I == GSinca ——= Therefors —s= Claim ﬁ

? EXFLAIN
i
Warrant :TE Warrant :-Irm.m“ .
Because
‘ Backing { Shi! ‘

OLM  Because you had a good performance on this hard exercise.
Louise And what's about the other piece of evidence? .

Figure 7. Belief inspection and justification in xOLM.
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Figure 8. An expanded Toulmin’s Argumentation Pattern, side-by-side with a dedicated external rep-
resentation of the Warrant/Backing component.

Maps and Vocabularies

There is a weak relationship in between the map for competencies used by xXLM and the vo-
cabularies used for specifying the relevant competencies in content metadata. Certainly they
are based on the same framework (OECD, 2003) and care has been taken to coincide, but
this coincidence does not derive from any explicit link between them.

The mapping from content to topics is currently hardwired into the implementation of
the handcrafted domain map, or generated dynamically at start up. In either case, it is hidden
from content authors. In the same way, knowledge about vocabularies for metadata such as
difficulty and competency level is hardwired into the code of XLM, particularly in event han-
dlers and diagnosers such as the Situational Model and the Open Learner Model. There is no
explicit link between this knowledge and the definition of the vocabularies.

Metadata and its usage

A core but limited subset of the available content metadata is actually taken into account
while interpreting events. It is quite possible that making use of more metadata may provide
knowledge of additional important features of content; features that can be the reasons behind
apparently contradictory evidence. Nonetheless, since most metadata for the current LeAc-
tiveMath content has been produced based on the subjective appreciation of their authors,
rather than on empirical evaluation of content, it may in reality provide very little extra infor-
mation (coming from the same, biased source) and could be misleading.

Propagation Algorithm

A learner model in XxLLM is a large belief network constructed by composition of the maps that
define the distinct dimensions of learners to be modelled (Figure 3). Every belief and evi-
dence in this network is represented as a belief function. Propagators, that make use of the
internal structure of the maps to propagate evidence, require the definition of a conditional
belief function per association between elements in the maps. In the current implementation
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of xXLM, however, a single conditional belief function is used for all associations in all maps,
despite their many different types.

A careful analysis of the maps and the propagation algorithm is necessary to determine
suitable adjustments. On the same line, there are a few parameters that can be fine tuned to
optimise xLM performance in terms of accuracy, reliability and efficiency. Of particular in-
terest is the issue of performance with larger maps.

Dynamic vs. static learner models

Most of XOLM external representations provide the learners with an overview of the current
state of the learner model (belief by belief) but not of its evolution across time. Although
some attempts to give access to the dynamics of learner models have been tried, it became
evident that they raised more issues than they solved; among them, the question of consis-
tency across external representations (e.g. how to represent the dynamics of complex infor-
mation such as that encoded in the pignistic function, the mass distribution, etc.); the question
of controlling the dynamic representation (e.g. replaying, going backward, stopping, etc.); the
question of integrating representations of dynamic and static aspects of learner models (e.g.
selecting a step of a process to access the related evidence).

As with most learner models, an assumption underlying the implementation of xOLM is
that the interest of the learners will be on the actual state of the beliefs rather than on their
trajectories. This assumption needs to be carefully challenged in the future, by introducing
dynamic aspects of XLM wherever they are likely to provide different information and sup-
port different (and improved) reflection by learners.

Support for inspection of learner models

Inspecting a learner model is a complex task, so finding an adequate paradigm for this activity
and producing a supportive interface is an important issue to address. Such an interface
should allow learners to easily search for and localize beliefs in learner models. In fact, it
should proactively suggest some beliefs to start with, based on what is stored in the learner
model. It should present them in context, connected to the rest of the beliefs in the model, at
least to be consistent with use of propagation of evidence in learner models, but most impor-
tantly for supporting learner metacognition (Flavell, 1979).

The current implementation of XLM includes a simple mechanism for identifying beliefs
by their descriptors, plus minimal facilities to see beliefs in context (using a representation of
the belief network as a sort of hyperbolic graph), but they should be seen more as proofs of
concept than user-friendly facilities of xOLM graphical user interface.

To show or not to show, because it is complex

xOLM was designed with the goal of given learners full access to what is held in learner
models, from simple summaries of beliefs to their full representation in a knowledge repre-
sentation formalism, from the interpretation of the events supporting a belief to the details of
such events. A two-fold motivation sustained the goal through the design and implementation
process: that the learner has got the right to know, and that having full access to the informa-
tion in learner models would help learners to understand them better, answering their ques-
tions by going deeper into their models. We believed that hiding information from learners
and presenting partial information in a simplified way only could have a detrimental effect on
learners understanding their models, blurring the rationale behind the (summarised) beliefs. It
would make harder for learners to challenge a learner model they did not understand.
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There seems to be trade-off between inspectability and readability, which has had an im-
pact on the XOLM interface. It seems to be the case also that the difficulties for learners to
understand their models are severe at both extremes (i.e. a heavy bias towards either inspecta-
bility or readability). The best solution seems to lie somewhere around the middle, yet such a
solution has yet to be found.

Adaptive open learner modelling

The same rationale that makes us believe that personalisation through proactive adaptation is
a necessary ingredient of any system that aims to provide the best learning environment for
each individual learner applies to the case of open learner modelling. That is to say, a learner
interacting with their learner model will need personalised settings in order to take full ad-
vantage of the experience. There are, of course, many aspects of the interaction that can be
adapted to the learner, among them the content of the model that is accessible to the learner at
a given time, the amount of it that is presented at once, the media, modality and general or-
ganisation of its presentation, the navigation support and the stubbornness with which the
system defends its beliefs. We are not aware of any research carried out in this direction.

GENERIC OPEN LEARNER MODELLING

We have envisioned a future for xXLM in which it can be easily embedded into other educa-
tional systems or even deployed as a learner modelling server. There have been a few at-
tempts to do this in the history of research in intelligent tutoring systems (Brooks et al., 2004;
Kobsa & Pohl, 1995; Paiva & Self, 1995; Zapata-Rivera & Greer, 2004) with some level of
success among the research community but no widespread usage outside of it, yet. Besides
the obvious moves of making xXLM appealing through its core functionality as an open learner
modelling engine, and improving its use of Semantic Web technologies and standards, a
proper parameterisation of its components would help xXLLM to better serve other educational
systems. We can examine these issues from the perspective of the open learner modelling
process described in the previous section.

To start with, the number of dimensions used by xLLM, the way they are combined to set
the framework for learner models (Figure 3) and the maps that give each dimension its
structure and, combined as dictated by the framework, produce the network of beliefs held in
learner models, need to be flexible. The maps should be encoded using a standardised lan-
guage, such as XTM — XML for Topic Maps (TopicMaps.org, 2001) — and supplied to xLM
as parameters. An explicit and strong connection between the maps and vocabularies for
metadata would be beneficial too.

Knowledge of the content, structure and semantic of event messages recognisable by
xLM (Figure 1) needs to be made explicit and accessible to xLLM users (researchers and de-
velopers). It amounts to specifying a data model, as in SCORM (ADL, 2004c), plus its intel-
ligent processing. For example, the current implementation of XLM supports event messages
reporting log-ins and log-outs, starting and finishing exercises (including a measure of suc-
cess rate), self-reports of affective states, diagnosis of motivational states and meta-cognitive
skills, but all knowledge of which event messages are supported and how to interpret them is
hardwired in the code xXLM event handlers.

Propagation of evidence in learner models would greatly benefit from specialised con-
ditionals attached to the associations in the concept maps. Consequently, finding an easy way
to do this is an important problem. We are exploring a possible solution to it by defining a
conditional per association type (Dichev & Dicheva, 2005) and adjusting it case by case, for
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each individual association on the maps, by taking into account the number of nodes each
association connects — the more nodes connected, the conditional gets weaker.

For xOLM, the visible face of XLLM, every event, map, metadata and vocabulary has to
be provided with (internationalised) descriptions of their various constitutive elements, to be
used in the graphical user interface to learner models. These descriptions are needed at vari-
ous levels, as can be seen in Figure 5). Parameterising the evidence presentation view, par-
ticularly of the events whose interpretation delivers the evidence, means that important
attributes have to be identified, their names and values to be described, as well as the
(graphical) rendering used to display them properly. Parameterising the dialogue view (zone
C in Figure 5, a verbalisation of the exchange between the learner and the xXOLM) means
that a verbal description of XOLM events has to be defined, including the templates to use and
their arguments. The description of each argument needs to indicate how it should be for-
matted in the template. All references to belief elements need to be defined for their exter-
nalisation: descriptor, ability levels, and so on. For example, the belief descriptor
(deriv_pt,_,think,_,_,_) needs to be transcribed according to the descriptions in the relevant
topic maps (deriv_pt referring to the topic ‘derivative at a point’ in the domain map and
think referring to the competency of “mathematical thinking' in the competency map) and
abstract ability levels currently used need to be mapped to the relevant vocabularies (e.g.
for the case of a competency level, Level II could be transcribed as ‘medium’).

We have presented xLLM, the open learner modelling subsystem of a Web-based educa-
tional system for mathematics called LeActiveMath. We have described xLLM functionality,
particularly in relation to its use of technologies related to the Semantic Web, and discussed
important design and implementation issues. Due to the fact that we aim at decoupling xXLM
from the LeActiveMath system so that it can serve a variety of educational systems, we have
discussed a minimum set of requirements to accomplish our goal, emphasising the need to
parameterise XLM and improve its usage of Semantic Web standards and technologies.
Striving to generality has been, together with open learner modelling, a ‘salutary principle’
for xLLM (Self, 1988), yet the road ahead is full of challenges.

EVALUATION OF OPEN LEARNER MODELLING

Inspecting an open learner model cannot guarantee improved learning. In the worst case, the
learner might be trapped in a cycle of introspection from which they find it hard to escape. In
the best case, the learner not only learns the material that they are supposed to learn but also
becomes a “better learner”. Evaluation studies can help us map out the ways in which learn-
ers with different profiles/characters/background knowledge can benefit from different as-
pects of open learner models. Following Bull and Kay (2007), we might expect to find
evaluations that are focused on one or more of “accuracy; reflection; planning and monitor-
ing; collaboration and competition; navigation; right of access and control as well as issues of
improving trust; and assessment”. The methods used need to be varied, experiments with
controlled conditions only go so far in terms of revealing the benefits and drawbacks of open
learner modelling. Many of the studies focus on aspects of learners that are motivational or
attitudinal, hence most studies rely to some extent on self report.

The evaluations of open learner models in use — either through small scale studies or
larger ones — are broadly favourable. Bull, Quigley and Mabbott (2006) provide an example
of a field evaluation of the deployment of their OLMIets, which have been designed by in-
structors. The system was used in five university courses in Electronic, Electrical and Com-
puter Engineering. Mitrovic and Martin (2007) provide evidence that a fairly simple open
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learner model could lead to increased motivation for more able students and with less able
students improving their performance.

Given that ultimately open learner models need to be deployed together with systems
that are used widely with real students and in real institutional contexts, evaluations must
necessarily go beyond small scale controlled studies. Simpler open learner models have be-
gun to appear in real life settings. However, there are a number of research-based open
learner models which have demonstrated promise in small scale studies. Three such systems
can be found in a recent special issue of the International Journal of Artificial Intelligence in
Education: Tchetagni, Nkambou and Bourdeau (2007) outline a system that seeks to encour-
age reflection; Van Labeke, Brna and Morales (2007) provide a more detailed exposition of
the XOLM system described in this chapter, and Zapata-Rivera et al. (2007) provide an ap-
proach to open learner modelling for a range of stakeholders which is strongly focused on
issues connected with evidence-based argumentation.

For the xOLM, this has now been subjected to a detailed evaluation which indicated a
relationship between confidence and growth in knowledge for learners who had used the
xOLM within the LeActivemath environment, suggesting that open learner modelling, in this
case, facilitates the learner's meta-cognitive skill (this is reported within Deliverable 44 of
the LeActiveMath project by the evaluation team.). There is indeed room for further
evaluation studies, but the evidence so far is encouraging.

FUTURE RESEARCH DIRECTIONS

We have argued in this chapter that open learner modelling can perform a critical role in a
new breed of intelligent learning environments driven by the aim to support the development
of self-management, signification, participation and creativity in learners. We believe that its
place in such environments is at the centre, as a main access door and meeting point.

Open learner modelling needs to evolve in order to meet this challenge, and our work on
the LeActiveMath project can be seen as an initial move in this direction. We have put open
learner modelling as an important tool in a web-based, content+metadata system, and have
shown how it can take advantage of Semantic Web technologies and sophisticated knowledge
representation techniques, well suited for managing knowledge and uncertainty in e-learning
environments.

In the previous section we outlined a set of outstanding issues that need to be addressed
before we can accomplish our goal of pushing open learner modelling into e-learning. They
are exclusive neither to our specific open learner modelling engine nor to the system hosting
it. We have also sketched some moves towards making the Extended Learner Model a generic
open learner modelling engine for e-learning systems based on standards and international
reference models such as SCORM (ADL, 2004a). The road ahead looks bright and full of
questions to answer.
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